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Abstract- Handwritten Character recognition is an interesting 
area of pattern recognition.  It has become the popular field of 
research during the last few decades. Neural network is 
playing an important role in handwritten character 
recognition. Boundary tracing along with Fourier Descriptor 
is used for feature extraction from the handwritten character. 
By analyzing the  shape  of handwritten character, the 
character  is identified and by comparing its features that 
distinguishes each character. In this paper, we use multilayer 
perceptrons  for the recognition of handwritten English 
characters. The higher level of accuracy is achieved with 
minimum training and classification time. 
Keywords- Handwritten Character Recognition, Back-
propagation network, Feature Extraction, Skeletonization, 
Boundary Tracing, Fourier Descriptor and Multilayer 
Perceptron Network. 
 

I. INTRODUCTION 
Neural network is composed of a large number of highly 

interconnected processing elements (neurons) working in unison 
to solve specific problems. Neural network is configured for 
specific applications like pattern recognition or data classification 
through a learning process. Many neural networks now being 
designed are statistically quite accurate. The multilayer perceptrons 
are used for character recognition provides excellent level of 
accuracy and it will take minimum time for training the network.  
Handwriting recognition is categorized into two types as off-line 
and on-line handwriting recognition methods. Off-line 
handwriting recognition involves the automatic conversion of text 
in an image into letter codes which are usable within computer 
and text-processing applications. The data obtained by this form is 
regarded as a static representation of handwriting. On-line 
handwriting recognition involves the automatic conversion of text 
as it is written on a special digitizer or PDA. In these devices 
sensor picks up the pen-tip movements as well as pen-up and/or 
pen-down switching. The obtained signal is converted into letter 
codes which are usable within computer and text-processing 
applications. 
 

II. CHARACTER MODELING 
A. Input Characters  

The English characters are taken as input. 
B. Scanning 

Handwritten English characters are scanned. They are resized 
into 1024 (32x32) binary pixels. 
C. Skeletonization 

The skeletonization process will be used to binary pixel image 
and the extra pixels which are not belonging to the backbone of the 
character has been deleted and the broad strokes has been reduced 
to thin lines [2]. 

 
 
 
 
 
 
 
 

Fig.1: Handwritten English Characters 
 

Skeletonization means transforming a component of a digital 
image into a subset of the original component. The two categories 
of skeletonization methods are: first category is based on distance 
transforms, and a specified subset of the transformed image is a 
distance skeleton. The original component can be reconstructed 
from the distance skeleton. Another category is defined by thinning 
approaches; and the result of skeletonization using thinning 
algorithms should be a connected set of digital curves or arcs. 
Motivations for is skeletonization algorithms are the need to 
compute a reduced amount of data or to simplify the shape of an 
object in order to find features for recognition algorithms and 
classifications [1, 3].  
D. Normalization 

Handwritten characters of different persons are different. In 
normalization of characters all characters could become in equal 
dimensions of matrix.  We normalize the characters into 20x20 
pixel size. 

 
III. RECOGNITION SYSTEM 

Steps involved in handwritten character recognition process - 
 Acquiring input character by scanning  
 Skeletonization and normalization operation 
 Feature extraction by boundary detection 
 Neural network classification 
 Recognition of character 

 
 
 
 
 
 
 
 

 
 

Fig.2: Block diagram of Character Recognition System 
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IV. FEATURE EXTRACTION 
The eight-neighbor adjacent method is used for extracting the 

information of the boundary of a handwritten character. Boundary 
of the character is detected by scanning the binary image. The 
searching follows according to the clockwise direction. Two pixels 
are connected if they are neighbors and their gray levels satisfy a 
specified criterion of similarity. The set of all foreground pixels 
connected to p is called connected component containing p [1]. 
The 8-neighbors of pixel p are shown in Figure 3.  

A pixel p at coordinates (x, y) has four horizontal and vertical 
neighbors whose coordinates are given by   

(x+1, y), (x-1, y), (x, y+1), (x, y-1) 
 

The pixel p have four diagonal neighbors coordinates - 
 

(x+1, y+1), (x+1, y-1), (x-1, y+1), (x-1, y-1) 
 
 

 
 
 
 
 

Fig. 3: Pixel P with 8-neighbors 
 

A. Boundary Tracing 
When a white pixel is detected, it checks another new white 

pixel and that pixel again checks for another white pixel and the 
process of finding white pixels continue. The tracing follows the 
boundary automatically [1].  

 

 
 

Fig 4: Images showing boundary 
 

1) Inner Boundary Tracing Algorithm 
Step I. Search the image form top left until a pixel of a new region 

is found; this pixel P1 then has the minimum column value of 
all pixels of that region having the minimum row value. Pixel 
P1 is a starting pixel of the region border. Take a variable "d" 
to store the previous move along the border from the previous 
border element to the current border element and assign -  
a. d = 0 if the border is detected in 4-connectivity (Fig 5 a) 
b. d = 7 if the border is detected in 8-connectivity (Fig 5 b) 

Step II. Search the 3x3 neighborhood of the current pixel (in an 
anti-clockwise direction), beginning the neighborhood search 
in the pixel positioned in the direction  
a. (d + 3) mod 4 (Fig 5 c) 
b. (d + 7) mod 8 if d is even (Fig 5 d) 
 (d + 6) mod 8 if d is odd (Fig 5 e) 

The first pixel found with the same value as the current pixel is a 
new boundary element Pn. Update the d value. 

Step III. If the current boundary element P1 is equal to the second 
boundary element P2, and if the previous border element Pn-1 
is equal to P1, stop. Otherwise repeat Step II. 

Step IV. The detected inner border is represented by pixels P1...Pn-
2. 

 

 
Fig 5: Inner boundary tracing: (a) Direction notation, 4-connectivity, (b) 8-

connectivity, (c) pixel neighborhood search sequence in 4-connectivity, 
(d),(e) search sequence in 8-connectivity, (f) boundary tracing in 8-

connectivity (dashed lines show pixels tested during the border tracing) 
 

2) Outer Boundary Tracing Algorithm 
Step I. Trace the inner region boundary in 4-connectivity until 

done. 
Step II. All non-region pixels form outer boundary that were tested 

during the search process; if some pixels were tested more 
than once, they are listed more than once in the outer 
boundary list 

  

 
Fig 6:  Outer boundary tracing: dot denotes outer border elements 

 

B. Fourier Descriptors 
Fourier Descriptors are involved in finding the Discrete Fourier 

coefficients a[k] and b[k] for 0 ≤k ≤ L – 1, 
 

a[k] = 1/L Σ x[m]e–jk(2π/L)m   (1) 
 

b[k] = 1/L Σ y[m]e–jk(2π/L)m   (2) 
 

From equations (1) and (2) Fourier coefficients derived and are 
not rotational or shift invariant but Fourier Descriptors that have 
the invariant property with respect to rotation and shift the 
following operations are defined. Compute a set of invariant 
descriptors r(n) for each n as follows 
 

r(n) = [|a(n)|2+|b(n)|2]1/2   (3) 
 

Computing a new set of descriptors s(n) by eliminating the size 
of character from r(n) 
 

s(n) = r(n)/r(1)    (4) 
 

a(n), b(n) and invariant descriptors s(n), n = 1,2,.....(L 1) were 
derived for all of the characters [1]. 
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V.  RECOGNITION 
Recognition of handwritten characters is a very difficult task 

because different people have different writing style. Characters 
written by different people could be different in various manners 
such as size, orientation, thickness, and dimension. This yields 
infinite variations. Neural network is used for recognizing 
handwritten characters. In this paper, for English handwritten 
character recognition Feed Forward Multi-Layer Perceptron neural 
network (MLPN) has been used and back-propagation algorithm 
has been used for training. 
A. Multilayer Perceptron Network 

The multilayer perceptron neural networks have been applied 
successfully to solve some difficult and diverse problems by 
training them in supervised manner with a highly popular 
algorithm known as error back-propagation algorithm. The error 
back-propagation algorithm is based on error-correction learning 
rule. In this paper, two-layer perceptron network is used. In two-
layer perceptron there are one hidden layer and one output layer 
presents. Fig.7. shows multi-layer perceptron network. 
 

 

 
Fig.7: Multi-Layer Perceptron Network (MLPN) 

 
Error back-propagation learning consists of two passes through 

the different layers of the network and they are: a forward pass and 
a backward pass. In forward pass, an activity pattern (input vector) 
is applied to the sensory nodes of the network, and its effect 
propagates through the network layer by layer. Finally, a set of 
outputs is produced as the actual response of the network. During 
the forward pass, the synaptic weights are fixed. During the 
backward pass, the synaptic weights are adjusted in accordance 
with an error-correction rule. The actual response of the network is 
subtracted from the desired (target) response to produce an error 
signal. This error signal is then propagated backward through the 
network against the direction of synaptic connections. 

 
1) The MLP Learning Algorithm 
Step I. Initialize the network, with all weights set to random 

numbers between -1 and +1. 
 
Step II. Present the first training pattern, and obtain the output. 
 
Step III. Compare the network output with the target output. 
 
Step IV. Propagate the error backwards. 
 
(a) Correct the weights of output layer using the following 
formula- 

 who = who + (ηδooh) 
 

Where who = weight connecting hidden unit h with output unit 
o, η = learning rate, oh = output at hidden unit h. 
δo is given as 
 

δo = oo(1 - oo)(1 - oo) 

 
Where oo = output at node o of the output layer, and  t-o = target 

output for node o. 
 
(b) Correct the input weights using the following formula. 

wih =  wih + (ηδhoi) 
 

Where wih = weight connecting node i of the input layer with 
node h of the hidden layer, oi = input at node i of the input layer, η 
= learning rate. δh is calculated as follows 
 
 
 
 
Step V. Take the average difference between the target and the 
output vector to calculate the error. The following function could 
be used- 

 
 

 
 

Where p is the number of units in the output layer. 
 

Step VI. Repeat from Step II for each pattern in the training set to 
complete one epoch. 
 
StepVII. Shuffle the training set randomly.  
 
Step VIII. Repeat from Step II for a set number of epochs, or until 
the error ceases to change. 
 

In MLPN with Back-propagation training algorithm, the 
procedure and calculations given as 

 
fj(x) = 1/(1 + e–net) and net = Σwijoi 

 
Where oi = output of unit i, wij = weight from unit i to unit j. The 

cost function can be minimized by updating the weights of the 
neural network using the generalized delta algorithm:  

 
E = 1⁄2(Σ(Dpk – Opk))

2 
 

Where Dpk = desired value  of  the output unit k and Opk = 
actual value  of the output unit k and training pair p. By updating 
the weights convergence is achieved. For this the formula can be 
given as follows: 
 

Wij(n + l) = Wij (n) + ∆ Wij (n)  (1) 
 

∆ Wij (n) = ηδXj + α(Wij (N) – Wij (n – 1)) (2) 
 

Where η is the learning rate, α is the momentum, Wij(n) is the 
weight from hidden node i or from an input to node j at nth 
iteration, Xi is either the output of unit i or is an input, and δj is an 
error term for unit j [1]. If unit j is an output unit, then error term 
can be given as 

 
δj = Oj( l – Oj)(Dj – Oj) 

 
If unit j is an internal hidden unit, then error can be given as 

δj = Oj(l – Oj) ΣδkWkj 

 

VI. RESULT AND CONCLUSION 
Different data sets were used for training and testing. Table-I 

shows the experimental result. Four hundred samples were 
collected from 10 persons, 40 samples each. 200 samples were 
used for training (training data) and 200 samples were usedfor 
testing the data. In this paper, a handwritten English character 
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recognition system has been developed. An experimental result 
shows that Fourier descriptors with back-propagation network 
yields higher accuracy.   

TABLE I 
RESULT OF HANDWRITTEN ENGLISH CHARACTER USING 

MLPN 
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